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Allowed material during the exam: Mathematics Handbook and small calcu-
lator (not a PC).

The exam consists of 4 exercises with a total of 25 points. Nominal grading is
according to 12/17/21 points. You need 12 points to pass the exam with grade 3,
17 points to pass with grade 4 and 21 to pass with grade 5. Solutions and answers
should be written in English, unambiguous and well motivated, but preferably
short and concise.

Exam review date will be posted on the course homepage.

1Textbook, personal notes and printouts of the course slidesarenot allowed.



Exercise 1 (10 p)

Consider the following bond graph,

(a) Mark the causality. (1p)

(b) Derive a state space model. (3p)

(c) Sketch an electrical system corresponding to the bond graphabove. (3p)

(d) Sketch a mechanical system corresponding to the bond graph above. (3p)

Exercise 2 (5 p)

Assume the system

y(t) = −0.5y(t− 1) + u(t) + e(t),

wheree(t) ∼ N(0, 1), is generating the input-output data in a system identifica-
tion experiment.
Choose a model parametrization and, by assuming thatN −→ ∞, i.e., the number
of data samples tends to infinity andu(t) ∼ N(0, 2), estimate the parameters of
the chosen parametrization through the least squares method. Briefly comment the
choice of the parametrization and the results you obtained.
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Exercise 3 (5 p)

We want to simulate the system

ẋ(t) =

[

−1 2
0 −3

]

x(t) +

[

0
1

]

u(t),

with a step sizeh = 1.

(a) What is the simplest simulation method you would use, guaranteeing nume-
rical stability? (2p)

(b) Write a generic iteration (i.e.,xk = f(xk−1)) of the Forward and Backward
Euler methods for the above system. (3p)

Exercise 4 (5 p)

Mark with True or False the following statements and providea brief explana-
tion for the False ones.

1. Implicit integration methods have, in general, higher computational com-
plexity and larger stability regions. (1p)

True  False  

2. In a set of identification experiments, the variance of theestimated parame-
ters increases with the size of the data set. (1p)

True  False  
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3. The predictor calculates the value of the output, based onprevious samples
of input, output and noise. (1p)

True  False  

4. The DAE
ẋ = f(x, y), 0 = g(x, y)

has index 1. (1p)

True  False  

5. The prediction error method minimizes the variance of theprediction error.
(1p)

True  False  
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