Chalmers University of Technology
Computer Science snd Engineeting '
Biad Michael Schiller | 2014-10-31

Written exam in EDA387/DIT663 Computer Networks 2084-10-31, Exam time: 4 hours.
Means allowed: Nothing except paper, pencil, pen and Einglish - xox dictionary.

Examiner: Blad Michael Schiller, phone: 073-6439754
Note that student questiens can be answered only by phone.

Credits: 30-38 2947 48-Max
Grade! 3 4 )
Grade (GUY G G VG

1. The answer must be wiitten it English (even for Swedish students), Use proper grammar and
puncivation. ,

2. All answers need to be motivated, unless otherwise stated, Correct answers withowut motivation or

with wrong motivation will not be given full credit,

Answer concisely, but explain ali reasoning. Draw figures and diagrams when appropriate.

Write clearly. Unreadable or hard-to-read handwriting will not be given any credit.

Do not use red ink,

Solve only cne problem per page.

7. Sort and number pages by ascending problem order.

Anything wriiten on the back of the pages will be ignored.

9. Do not hand in empty pages or multiple solutions v the same problem. Cleady cross out
anything written that is not part of the solution.
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Question 1 DNS (8 poiuts)

Please answer each of the sub-questions given below separately and by using DNS-terminelogy and
TOMCepPLs. ‘

v/ la. (4p) Mention and describe the meaning and contents of at least fovr commonly used Resource Records

{name, type, value} in the DNS database.

ib. {4p) Suppose that you are using the Chalmers network to connect your laptop to the Internet. Suppose
also that you want to access the web site wwwitne.n for the first time. Explain how aud why DNS will be
involved inunediately afier entering the name of the site in your browser, Assume that there is ne cached
DNS-information (about this site), anywhere in Chalmers network. The. answer should, specifically and
technically, explain the necessary operation, including:

- the interaction and communication between the 8ifferent DNS resolvers zmd BEEVETS,
“ the protocols and messages used, and
- the final entcome.

-y

Question 2 IPv6 Addresses (6 points)

These three addresses are given with IPv6 representation:
(i} 2003:600: 2210121

{11} FEO2: 218560 L448d

(i) ¥EBD::20c:flff:febo:lddd

Pleass answer the following sub-gnestions in relation to the above addresses,

" 2a. {lp} Decompress and rewrite each of the.given addresses showing al} hexadecimal digits,

/’ﬂ
e

vyt

s, 253} What igthe "type” of each of these TPv6 addresses? Explain what each type does imply.

Ze. 1%} Which of the given addresses cannot be used as valid source address in IPv6 packet? Explain why?

\i‘ ..... rt"z{ $) What is the "scope” of each of these IPv6 addresses? Explain what cach scope does imply.
P,

Question 3 ICMPVE {8 points)
3a. (Zp) What is the main purpose of IPv6 Neighbor Discovery? Explain clearly the operation.

3b. (2p) What are the messages deployed in IPv6 Neighbor Discovery? Explain how these messages will be
encapsulated and addressed in Jayer-2 and layer-3 PDUs (i.e. packets and frames).

3c. (4p) What is the purpose of sending the message "Router Advertisement”? What are the most important
parts of information does it contain? Explain at least three und how they are useful for [Pv0 nodes,
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Question 4 (6 points) Socket APT: select {)

e -

Each of the following parts of a program contains a flaw, Identify and describe the flaw in a few short
sentences or points. You do not have to coirect the flaw; you should just find end describe it! (Note: you're
not Jooking for, e.g,, syntax etrors. Find conceptual flaws in the program.)
Hint: The program uses select ¢} and they ars supposed 1o be non-blocking. Consider which operations can
actually block the processes that exccute these programs.
The following program accepts new connections using the 1istenra socket. The first byte sent by a client is
expected to be an 8 bit 1D,

®  Youmay assume that the handle_*_errer () methods do something sensible.

° The helper method register client (client, id) verifies the client IDis accepiable and if that is
the case, enters the client into 2 global list. Qtherwise it closes the connection.
¢ The method ada_client _sockets to_readfds(} properly adds all active clients in the global list
to the readfds. It vetuins the Jargest socket number it encounters. ‘
¢ handie_registered clients{) handies clents that are veady to send duta according to readtss,
and removes clients that close their associated connections from the global list. No data is ever sent
to the clients, the program only receives and processes data sent to it.
/¥ ingludes, declarationz, ete. */
it maind) {
int listenfd = -1i;
A* dnitializatieon oode, such as setiting up a listening socket on
listenfd, has been omitted ~ this ig not Lhe esrror you'zre logking for */
while{ 1 ) {
' fdoset readfds; // initialize read set
TRZBRG! &readfds )
int maxfd = add &lient. sockets to.readfrds( sreadfds j;
FDOSET( listenfd, sreadfds );
if{ Iistenfd > maxfd ) maxfd = listenfd;
int ret = select( maxfg+l, &readfds, 0, 0, 0 }; // call select
if{ -} == ret } handle_select_srrori):;
/4 is thers & new clisht walting?
if{ FD_IBSET{ listenfd, &readfds )} )} {
sgokeddr_in alientiddr;
zooklen t clientdddrien = sizeof (clientaddr);
int ¢lient = accepit! listenfd,
{sockaddr*) feliantAddn,
solienthddrien
¥
I£{ ~1 = client ) nandie sceoept _error{};
/7 rgepive 8bhit client ID
unsigned char id;
ink ret = rgov{ glient, &id, sizeof(idd, 0 i;
LF{ 0 = peb ) |
elose{ olisnt };
conbinge;
}
(-1 me= ret ) handie recy_arror();
S/ register client
ragister_client{ cliant, id );
]
nandle_registered_clients{&readfds);//handle rvegistersd clients

}
return 0;
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|, Question 5 (BPoints) £)°

We learned in class a self-stabilizing algorithm for BFS spanning tree construction, see the.code helow.
Bxplain hgw-u.fmsiant faults can cause the system to output an exvor. We define a floating distance in
configuration ¢, as & value stored in rydis that is smaller than the distance of p; from the root, where dis is

i ‘f. % 1 ¥ o
the distance field of the registers. 01 Root: to forever

0z for m o= 1106 dowrite ¢, = (0.0
3 i
Prove that fof every & > 0 and for every G4 Onivar, o forever
configuration that follows A -+ 4kA rounds, 5 form o 1108 do b, o read{ng
it holds that: 06 FirstFotng = folse '

e If thete exists a {loating distance, o7 vist =+ minfidis [1sm sy 2
then the value of the smallest ua wrmi=ie s e
floating distance is st least k. ?g do & F”f"

o ’I’he.va-ijua m ﬁag -r@;gis'm;:&”of every 41 N “v?%_\,;ﬁm £ 4 g
processor that is within distance & P9 Fisifound = e
from the root is equal to its distance 143 alae
from the root. 14 wrhte £, (0, d0eh

18 ot
18 LY

Proof. Note that in every 24 successive rounds, sach processor reads the registers of all its neighbors and

writes to each of its registers. We prove the lemma by () faduefe™ 7

Base Case: Proof for k=1, Distances stored in the registers and internal variables are non-negative; thus the
value of the smallest floating distance is at least 0 in the first configuration. During the first 2A rounds, each
A0D-ro0t pz'%ces§atﬁ pi, computes the value of the vadable dis? (line 7). The result of each such compuiation
must be 'cz)gmﬁﬁi. Let ¢z be the configuration reached Tollowing the first computation of the value of dist
by each ;m@cei:sei{ :

Each non-rodt processor writes o cach of its registers the computed value of dist during the 2A rounds that
follow o3, Thus, in every configuration that follows the first 44 rounds there 18 BO noN-YoOL processor with
value {).m. i3 rﬂgis;cggag ‘%;*L-pova prgves. @ @m‘?zx:{” {’mﬁé *;m.w {gfsi w:) ” o o
To prove (222" P'note that the root repeatedly writes the (5, 1o its registers in every (g ﬁé rounds.
Let ¢; be the configuration reached after these ¢y £ A, rounds. Béch processor x:a%ds the registers of the root.
and then writes 0 is pwn registers during the 4A rounds that follow gfist P This write operation the
 processor gssigns g L=-] 10 its own registers. Any further read of the root registers returns the vahue o)
' dlfsiwtefore, the value of the registers of each neighbor of the root is 114 " ‘{é}ilawéng the first A +
44 rounds. Thus, P - holds as w&ﬁ. ‘ %; s
nydsteeyfr oot At Reot |
Inddction Step. We assume correctness for kqsy = 0 and prove for k + 1. Let m>k be the smaliest
floating distance in the configuration ¢y that follows the fifst A -+ 4kA rounds. During the 4A sounds that
follow ¢, each processor that reads m and chooses m as the smailest value assigns (13 _&N to its distance
and writes this value, Therefore, the smallest floating distance value is m + 1 in the configuration Cagay.

This proves (14}%%.

Since the smallest floating distance is m g5z k, it is clear that each processor reads the distance of a
neighboring processor of distance k and assigns e 21 to its distance. =
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. ﬁw&ﬁ;en 6 (4 polots)

§ gf 6.4 (1 p} The set of legal executions, LE, includes all executions in which the system behaves according to

the required properties (and no other exccution). Usé the notation LE to define the term safe configuration.
We say that configuration ¢ is safe if every Etadd 15LE,
6.0 (3 ) We learned inclags 2 non-stabilizing algorithm for synchronous consensus, see the code below.
Explain how transient faults can cause the system to output an error. '

01 Iitialization
RS 13
03 Qo

R
04 whille pidae, 2 3 do
05 upsn a buise
08 plise, = pilse, + 4
07 send (O}
08 forall P e NI} do receive (0)
08 FO=0and 3P e M1 O = 1then
14 Cho= g
Question 7 (6 points)

Pleage find below a self-stabilizing algorithm for leader election, where N is an upper bound on the number
of processors in the system,

7.2{2 p} Please define the safe confignration of the algorithm, Make sure that you consider all variables and
shared registers.

7.b {4 p). Suppose the system execution, R, starts in a safe configuration, ¢. Let ¢; be a step that processor pi
takes immediately after ¢ and just before ¢, Please show that ¢” is safe.

01 <o forever
02 (eandidete distancey = ( 1DI.0)
03 forall P e M) do

04 hegin

03 - Yeader[j.disffl) = veatd{ leader, dis;)

6 (s ff] « MYy and (Jeader]i] « candidste) or

{7 {(feader]il = candidate) and (dis{]] « distance))) than
08 {pandidate,distance) = { Jeaderifldisil+ 1)
og ol

14 writg (feader, i) = {candidate, distancey

11 od

Tage S ot of 7 pages






Qnestion 8 (8 points)

We learned in class several algorithins for self-stabilizing clock synchronization. Please find below the code
of a coupie of them, which we call: converge-to-the-min and -max.

Lomvrge-oahe-man Leotverge-to-the-min
1 upon o puse 61 upon o pulse
2 forall £ ¢ (1 b send (7. clock,) 32 forall 7 = W00 dosend (adued)

(3 ey e ghook, a3 fitian =y

i forall 7, e Miydo 04 forall 7 ¢ MJjdo

45 vecelvelsiock) i3 receivei ook

16 il ek, v ey then EIey {H?’u {3y i ofoe r;’, < i Yhen miba AL ii}{fi
a7 il - 1y o

3% elack, = n+ 13 od Tl +1)d a8 Tuck, = (g = Lomod Ced 1 7]

8.a (2 p) What do the constaats d and # stang for?
8.b (3 pj Please compare these two algorithms with respect fo their scalability property. Which one scales
T better? Why?
5/\}8 ¢ (1 p) Please compare these two algorithms with respect to the service provided to the application layer.
..~ Which one is easier to work with? Why?
8.d (4 p) Please complete the m pectness proof of the algorithm converge-to-the-min
frag %‘:ﬁﬁ% rekREiT 24 {ndu ki am
Suppose that no processor (... during the first ) puises. Then we can use simple (., to show
that synchronization is achieved. Otherwise, a processor i, ___ during the first (s ) pulses. Therefore,
&) pulses after this point a configuration ¢ Is reached, such that there is no clock value greater than
(Tt the first (g e

@E&, Toun 0{35 g

{”:l-i DC%’ o {,W‘»\?\ &
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Question 2 (6 points)
9.2 (2 p) Define the task of wait-free self-stabilizing slock synchronization. Given a fixed integer &, once a
processor p; works correctly for at least & time units and continues working correctly, the followin &
properties hold;

®  Adjustment: py does not 115 clock.

°  Agreement: p’s clock with the clock of @y that has also ¢4 for at least b ime units.

9.b (4 p) Welearned in class an algorithm for wait-fiee self-stabilizing clock synchronization for the fully
connected graph, please find below its code. Bach processor P has the Tollowing twe variables: (1) P.clock
€{0... M-1} and (2} ¥ Q : P.count[Q] & {0,1,2}. We say that processor P i§ behind Q if P.count{ Q131 (mod
3) = Q.counifP1.
§ TR I R
Suppose the processor P exéoutes more than The program for B
k=2 successive steps, Show that the set NB, 1) Read every cognt and elbek
which is R in the code to the right, i$ notempty ) N ) .
following P's first step, : 2) Find the processor set R thiat are not behind any
other processor

3) IR =% then P finds a processor K with the
maximal clock value in R and assigns
Pelock o= Ralook + 1 fmoed M)

4) For cvery processor (J, if Q 1s not behind P then

Question 10 (8 points)
0.2 (2 p) Define the task of vertex coloring,

10.b (2 p) Please find below one of the self-stabilizing algorithms for vertex coloring that we leamed in
class. How long does it takes for the algorithm to convergence. Please give an example for a particularly
long convergence period. '

10.c 4 p) Does this algorithm guaraniee the shortest convergence possible? In case you think that it is, then
please give a formal proof for 4 matching lower bownd. In case you think that it is not, please explain how to
change the algorithm below so that the.convergence time become shorter, {Say which variables needs.to be
added, rewrite the code and give an example in which the algorithm below takes a long fime to converge and
the one you wiite takes a very short time to converge,) .

01 Do forever
0z &Colors = ¢

03 For mel to 8 do

04 fri=read(r,,)

05 If ID(m)pi then

06 GColors 1= GCalors U {Ir, .color}
Qa7 od

08 If color, € GColors then

g - colorp=choose{\\ GColors)

10 Write ri.color = color,

11 od

Puage Tout of 7 pages






