Fault-Tolerant Computer Systems 2010 Re-Exam Solution August 2011

Exam in EDA122(Chalmers) and DIT062(GU),
Tuesday, August 16, 2011, 14:00 - 18:00

Problem 1
l.a
State Labelling

A:Both "Active CM" and "Backup CM" are working

B:"Active CM" is faulty and "Backup CM" is active and working
C:"Backup CM" is faulty and "Active CM" is working
CF:Catastrophic failure state

SF:Safe failure state

Figure 1: Markov chain

State B and state C can be merged together since they are having the same
outgoing failure rates to states CF and SF. Figure 2, see next page, shows the
simplified Markov Chain for this system.

State Labelling

A:Both "Active CM" and "Backup CM" are working

B’:Being in state B or state C of Markov model in Figure 1
CF:Catastrophic failure state

SF:3afe failure state

1.b
The steady-state safety of the system is

2X9 + A1 Ao

S =
(o0) Mo+ 20 M+

1.c

We drive expressions for the probabilities being in state A and B’.
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)

Figure 2: Simplified Markov chain

Pty = P(HQ
PO) = [1 0 0 0]
—2X1 =2 2%+ AN 0 N
0 - 0 A= A A
N 0 0 0 0
0 0 0 0

Laplace transform:

L{P'(t) = P()Q} = sP(s) - P(0) = P(s)Q

{ sPa(s) =1 = —(2\1 +2X2)Pa(s) i
SPB/(S) = 2o+ /\1PA(S) — (/\1 + )\Q)PB(S)
~ 1
Pa(s) = —
A(®) S+ 201 + 2X
~ A1 2X9 + A1
P ’ =
B<S) S+)\1+>\2*S+2)\1+2)\2
~ X Y
PB/(S) =

ST2M 4 20 St Mt A

Inverse Laplace transform (see, e.g., Mathematics Handbook, pp. 332, L.22.):

— n! n_—a
- 1{(8+a)n+1}:t o

Pa(t) = £—1{1 }:e_(z’\1+2’\2)t

S+2)\1+2)\2
1 [ 222+ A1 1 1
Pp/(t) = 1 _
5 (t) ‘ {()‘1+)\2) 5+ A1+ A 8—1—2)\1+2)\2)}
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2Xa + A1, _ B
Pr () = 22217721 o—(utr)t _ —(2M+2 )¢
B (t) o+ o) (e e )
= R(t) = Pa(t)+ Ps(t)
_ 29 + A\ B B
R(t) = 2(aHAe)xt | (222 T AL (AHFAa)xt _ —(2A14+222) %t
(t) e + ( N )% e e
Problem 2

Processors and disks can be considered as two independent subsystems of the
system, so that their availabilities can be calculated separately. The availability
of the whole system is the production of the availability of processors and disks.

The processors are modelled using the Markov-model shown in Figure 3.

2\, A

Hp Hp

Figure 3: Markov chain for Processors

The disks are modelled using the Markov-model shown in Figure 4.

Figure 4: Markov chain for Disks

This is a birth and death process (see, e.g., Mathematics Handbook, pp. 440-
441). We can use the following formulas to calculate the steady state probability
for state k.

Ak—1

sggou

Pk

Figure 5: General birth and death process
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Ak
m, = 22lmg,
Hi

s,
k

Using the formulas for a birth and death process, we get(for processors):

I
-

o = g
IIo+1Ig 4+ 11 1
2
I
I, = P
4 p + 2Appp + 277
M, — 2Apthp
py + 2Appp + 277
Ap(t) = Il4+1p
2
+2A
Ap(t) _ /’Lp pM;D

12+ 2Appp + 2A2

Using the formulas for a birth and death process, we get(for disks):

g = %dn A
2
e = 2l = HTly
I — A, = Sapp
D’ = g = E
g+ + e +1Ipr = 1
3\ 204 3\ Ad 2Mg 3A
M, <1+d+dd+ddd) - 1
pa  Hd Hd  Md Md fd
=
I (ui’; + 3\ap3 + 6A3q + 6A3>
Al 3 = 1
Hq
Ai(t) = Pawy+ Py + Por
Jm Aq(t) = Hae + e + o
_ 15+ 3hap? + 6X2 g
3+ 3Xapl 4 6A7pa + 6X3
HSystem = HProcessors * HDisks

Problem 3

Here the assumption is that the system components are repaired regardless of
the type of failure (safe or unsafe failure) of the system. The system is described
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by the GSPN model shown in Figure 6.

We define A3 as:

As = A+ Ao

b’ ) ]
| O ]
0 , b
A .
S I
— ]
A1 T p

Figure 6: Petri Net for Problem 3

In Table 1 we define 10 states representing possible markings of the GSPN
model. We draw the extended reachability graph according to the states defined
in Table 1 .

Table 1: Driving States for Reachability Graph
state P1 P2 P3 P4 P5 P6 P7

—
—
—_
o
o
o
o
o

2 0 1 1 0 0 0 0
3 0 1 0 0 1 0 0
4 0 1 0O 0 0 O 1
5 0 O 1 0 1 0 0
6 0 O 1 0 0 O 1
7 0o 0 O 1 1 0 0
8 0o 0 O 1 0 0 1
9 0O 0 0 O 1 1 0
10 o 0 o0 0 O 1 1

Page 5



We define Az as: Az= A1+A;
C = A/ M+,

Extended Reachability Graph
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Extended Reachability Graph
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Reachability Graph

“ﬁ@
I

l'l' \
P

Asth,
/ 3t p

M "
p
A3
A1
p

M



